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The backplane is the key component in any system architecture. Thesaoreer consi der s
physical architecture near the beginning of a project, the more successful the project will be. Th
paper introduces the concept of a backplane High Level Design docantedemonstrates the princif
usinga fictitious system architecture as an example.
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BACKPLANE ARCHITECTURE HIGH-LEVEL
DESIGN

The backplane is the key component in any system architecture. Theyooneo nsi der t he back
physical architecture near the beginning of a project, the more successful the projectfaill &0y new

backplane design, | always recommend starting wittigh Level Design ILD). It helps you capture

your thoughtsn an orgnized manneand later provides the road map to follow for detailed design of the
backplane. It also facilitates concurrent design of the rest of the system by other design disciplines.

For me, the HLD information is usually captured isesies of Powdoint slidesbut any other graphical
based tool could be usdflit is already in PowerPointhen drawings can easily be exported to a Word
documentLater on in the design process, the drawings in the HLD document are reused in a more formal
design spcification documentThe figures and illustrationaused in this white papeare a perfect
example of documentation reuse.

In theappendix you will find an example of &ackplaneHLD document using PowerPoint. lthasedn
afictitious system architecture used to demonstrate the principle

Power Fuse and Alarm Panel

Data Plane

1 Bundle Typ. = 6 Links
Power =12 Pairs TYP.
(6 pairs TX, 6 pairs RX)

Control Plane
1 pair Tx, 1 Pair Rx TYP.

- 2x8-Bit
Parallel

Figure 1 System highlevel block diagram example.

Figurel is thesystemhigh-level block diagramwe will use as referenc&he architecture is multi-star
systemwith six fabric switch cardstwo control processors arténline cardslt is anexample of what
you might receive from the system architect at the beginning of a project.
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One of the first things tlo is capture the system architecture in a series of functional block diagrams
Each block diagram details how the respective circuit ack other components of the system
interconnect to one anotheomplete witthe number of signal 1/0s for that function.

Figure2 is the system data pabitock diagramIt shows one possible way of how you would arrange the
circuit pack blocks as they appear in a slagifl viewed from the frontWhenever possibldg, like to
arrange the blocks this wag all the block diagramsbecausdt presents a consistent look and feel
throughout the documentatioinom mechanical viewgo connector placemenb route planning.

System Data Path Block Diagram
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Figure 2 System data path detailed block diagram example.

Thesix switch cards (SW) arehalf height fabricsas recommended by the system packaging architect.
Eachswitch cardconnectsn a star configuratiomo ten line card¢LC1-10) usinga bundle of siXinks,
where ondink consists of one transmit and one receive pair.

The controlpathblock diagrarmis shownin Figure3. It showseach control process¢CP1,2) drivingone
link of GIigE to each line card and switch card in a star configurafitso. shown is theredundant low
speed &it parallel maintenance bus connecteagh line cardo bothcontrol processa.
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System Control Path Block Diagram - GigE
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Figure 3 Systemcontrol path detailed block diagram example.

This process continues until all functional bloeke captured. In our fictitious examplge have only
shown two detailed block diagrams. In a real systiere will be more functicd blocks to describe
like coolingcontrol powerdistribution,and alarms.

Preliminary Route Planning

After all the functional block diagrams are completed, a preliminary route planning exescially takes
place The idea here is to gain some intuition for the final routing stratagy to uncover any hidden
issuesearlythat may surface down the road.

This is the mst crucial step in any backplane design. Usually at this stage of the project, the system
packaging architect is busy developing the shelf packaging comteor she)s looking for feedback

on connectorand card locationsso hecan complete the conon featurs drawing.This drawingdefines

all the xy coordinate®f all connectos and other mechanicphrtson the backplane.

Figure4 is an example of a preliminary routing plsimategy The composite drawinghows the control
plane, data planend maintenance bus. Each color represents two routing layers. The heawnbkck
correspond tohe highspeeddata pattbundles routed completely from SWand SW4 to LC410. Notice
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the partially routed heavy red and blue lines follow the exact same route plan as the heavy black lines
except they terminate to the respectiveocabded SW cards. The beauty of this comes ;lalieting the
actualrouting of the backplaneBecause the routing is identicakcept for the source and destinations, it

is a simple copy and paste exercise to replicate the routirfiyewnf the six layers The only editing
required is at each end of the linkshuge time savavhenroutingthe final layout.

Preliminary Routing Plan Strategy

LC1 LCz LC3 LC4 LC5 CP1 SWi1 SW2 SW3 CP2 LCE LC7 LC8 LCS LC10

Data Plane
6 Layers

Control
Plane

Control
Plane

8 Bit BUS
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Figure 4 Preliminary route plan example. Each color represents two routing layers.

By choosing tabookend the siwitch card array with the control processavs, are able to route the
control plane tracks in theiddle of the backplaneandon some of the same layers as the data plane
routing. Any other location of these CP cardsuld more than likelyresultin exra layers on the
backplaneor cause routing issues on the line cards.

At this point, we are pretty confident the pditkarrangement of cards in the shelf will not pose any
issues to the final routing. We can relay this information back tm#ehanical architect, so he can move
to the next step and start capturing the common features drawing.
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Once the preliminary route plane is completpjralist summary for each circuit pack is compiled using
an Excel spreadsheet. The {list summarizeshe minimum number of pins needed per circuit pack for
the function Later, it helps todrive the selectioand numbeof connectors.

After completing the preliminary route planning exercéa® pinlist summaryyou will gain a sense for:

the number brouting layers you will need

circuit pack connector signal grouping and partitioning

connector selection criteria for density

minimum vertical routing channel space needed between connectors
worst case topologidsr signal integrity analysis

cardcard @mckfill location in the shelf

=A =4 =4 -4 -4 =4

Later on in theHLD processand afterthe actual connectors have been selected and placed on a scaled
common features drawing,more detailed route planning exercise takes place.

Backplane Connector Selection

Large compaies invest a lot of money and time to qualify a connector family. There is always strong
pressure to reuse connectors from one system design to another because of cost. Qualifying a new
connector is no trivial task. It takes a significant developmenttdfiomodel, characterize and test the
connectorslf you try to qualify a new connector, at the same time as designing a new system, e run

risk of delaying the overall program if serious issues develop along theSemetimes though, reusing

thessne connector just wonodét cut it. For whatever tF
connectors.

Choosingthe right connector for any nesystemis the most importardspect for any backplane design;
regardless if it is reuse of a previaemnnectoyor looking at new oneg.he connector is the lifeblood of
the backplandecausét ultimately drives minimum slot pitch and circuit board height. It must be capable
of supporting current and next generation kigleed signaling standardand be robust enough to
withstand multiple insertions. Factors such as pin density, pin pitch, pairs pevernall size, skewand
crosstalkare examples to consider in this process.

All modernhigh-speed connector familieavailable in the market todagre designed with differential
signaling in mind. For backplane applications, there is a male and female portion of the connector. The
male portion, also known as the header, is usually assembled on the backplhrtbe female is
assembled on the circuiapk.

The male portion is a collection of straight piogganized in rows and columrendpressednto a plastic
housing. Sometimesetal shieldare usedbetween rows or column® mitigate crosstalk. Thends of
the pins inserted into the backplanare usually compliant pin technologyrhey aremeant to presét
into the via holes. Soldering connectors irtobackplane isalmost never donemainly dueto the
requirement of reparability in the fiel@ompliantpins when pressed into via barsehre more reliable
than soldering because thgsovide abettergas tight sealand thuspreventsany oxidation from forming.
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The female half isisuallya right angle connectowhich allowsthe circuit pack to plugn perpendicular
into the backplane. Swetimesstraight versions are available for mezzanine applicatiogre the
circuit pack plugs in parallel with the backplane.

A series of spring contact pins are assembled into wafetdater assembled into plastic housingsth
apreset number ofiafers per connectoBftenshieldsareincluded to mitigate crosstalko keep costs to
a minimum, a single wafer design is used in multiple connector configurafionscrease pin density, a
series of connectomreassembledsideby-side,onto boards.

Most connector vendors label fheonnectors as columns and rows as showheneft half ofFigure5.
The columi are the wafergontaining thenumber of pins per wafer. When the circp#ck plugs
vertically into the backplane, the connectors are viewed as if the&reotated by ninety degrees. Because
of this, it is more practical to #iabel theconnectoras shown in the right Habf the figure when creating
the symbols for the PCB layout.
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Figure 5 Vendor connector pin labeling vs practical pin labeling example

Figure6 is an example of tw&CB footprints Each one illustratethe pair arrangements two different
kinds of connector desig Normally, there are ground pins separating the pairs, but theyoashown
herefor clarity. The most commomonfigurationhasthe pairsarrangedwithin the same wafer rowas
shown on the leftl like to call this anfiedgecoupled footprint A fbroadsidecoupled footprint, as
shown on the righthasthe pairsstraddled between adjacent rows.
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Figure 6 Edge-coupled connector footprint vsbroadside coupled connector footprint.

Edgecoupled design allow tighter coupling of the pairsthrough the connector due to the physical
construction of the wafers making up each r&hielding between rows is easier becatisy can be

built in as part of the wafer assembly. On the down side, there is usually a small amount of skew between
the positive and negative pins. Because of this, you need to make up the difference in the PCBoyouting
extending the length of track going to the shortesipgithhof the pair.

As systems demand more and more functionality indesklesspace, badsidecoupleddesignsallow
for a higher pair density per linear inotompared to edgeoupleddesigns On the down side, extra
layers are required to break out from the connector footpmmd nterpair shielding can be more
complicateglleading to higher@st Shrinkingbit times due to increasingly higher bit ratekemand that
you pay close attention tintra-pair skew througbut the channel. Intrpair skew causes mode
conversionleading to signal degradatioand increased EMMaintainingequalintra-pair skew through
the connectois a big plus

When you break out of the connector, the rule of thumb is one layer for every differentidfquair.
example, dour-pair-perrow connector will neediour layersif you break out in one direction onlywo
layers if youbreak out symmetrically each side.

After reviewing how the higlspeed serial link data path bundles break out from the switchirchiglure
4, we see thattwo pairs route to the left artgvo pairs route to the right. This implied@ur-pair-perrow
connector is optimum for minimum layer count.

Basedon thisassessmenand from past experienctye connectof chosefor this design exaple is a

Ty c o -miaTnfdmr-pair-perrow connector as shown iRigure 7. | t is a recent addi

family of high speed connectoasidis rated up to 10GB/s.

t
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Figure 7 Tyco Tin-man 10GB/sconnector.

Figure8 shows the tirman footprintbreakoutpattern and pin assignmeetioserfor the switch cardrFor
pin groups, theconvention | like to follow throughduthe document is red for Trand blue for Rx
wherever possible. Hertheredtracks are one laygand thebluetracks are another layer.

Tinrman Footprint Breakout
Pin Partitioning Preference per Bundie&Switch Card

000000090000 -
000000009000
000000090000
9069000
ﬁeaﬁe e Tx Layer-X

69000
;W— Q Rx Layer-Y
09000 ® cnd
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Figure 8 Tin-man connector footprint and breakout for Switch Card.

10
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Differential Pair Trace Geometry

Backplaneshby their natureare large structuseand generally have fairly long track lengths. At high
frequenciesthe AC resistance increases due to skin efémses of the copper trac&ecause of thiswe
usually try to have the widest trace iaspractically possibleThey are often wider than you would
normallyhave orcircuit packs

The rowto-row pitch, and via hole size of the connector footpieternines the maximum tracgidth
for horizontal routing through the connector fieligure 9 illustrates the horizontal routing space
available through the Timan connector footprint.

Anti-pads are the cwduts in the planeallowing the plated via hole to pass througtthout shoting. To
minimize excess via capacitanesd makeviasas transparent as possibhe usually tryto maximize the
antipad size but still allow reasonable sized traces to route through the chamoebe covered by a
reference plane

After doing some gesitivity analysis on trace losand via impedancelue to antipad dimensionswe
end up with a reasonable solutidn.this case, the best differential pair geometry-8&7/ mils, where 7
mils is the trace width and 9 mils is the space betwhem

Tinrman Pad/Antipad and Routing Channel

0.046mm(0.0189) FHS
0.0557 0.047 = 0.0080 0.055mm(0.0229) Drill

MIN PAD = 0.0196+tFHS = 0.0370

MIN Anti-pad = 0.037+0.10 = 0.0470

¢—LO©@/ O

0.0757 0.037 = 0.0380 0.0240 1.9mm(0.0759

500 0 "

0.00200 1.4mm
(0.0559 Differential Via and Oval Anti-pad Detail

Drill= 0.0220 —>| 0.0640 |e—

}) o
0. 0550 4— |

0.1280 —>|
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Figure 9 Determining horizontal routing channel through Tin-man connector field
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Preliminary Stack-up

In any highspeed serial link architecture, the data plane links are the most critical sigmaysre the
ones that usually define the total number of routing layers for the final PCBuwgiatihenwe include
four layers for redundant power distributioto thesix routing layersthe minimum number of layers for
the backplane will beighteeniayers as shown ifrigure 10. To meet the target differential impedance of
100 Ohms, a 2D fieldolveris used to solvéor the dielectric thicknesses between refergraaes

The right half of thdigure gives countebore detailsAlso known asackdrilling, it is a procedure used
to minimize via stulg which is a killer for multigigabit serial links. After the PCB has been fully
fabricated, the prdefined via hole are drilledagainto a predefined deptiwith a larger drill bit
removingthe plating of that portion of the hole. Theunterboreddepthis usuallyspecified tostopone
layer before the signal layer to kees long as it i€ milsor better Forour stackup, the maximum stub
is nominal 9 mils.

Pressfit, or compliant pirconnectorsrequire a minimum depth to make reliable electrical contenct to
maintain mechanical integrity. Because of this, any high speed signal, laijteis this minimum depth

will end up having a longer than optimal stufraditionally, a PCB stackp needs a symmetrical
construction above and below the horizontal center to prevent warpage during soldering. For thick,
passive backplanes, this is sotmuch of an issue, because there is no soldering of components.

Here we takeadvantage of an asymmetrical stagk stackingall the power layersear the top layetio
build up a minimunthickness When we do this, the shigh-speedouting layersare past the minimum
depth andas a resultall viaswill have amaximumstub lengttof 9 milsafter countetboring

12



©LAMSIM Enterprises Inc.

PCB Staclap and Countetbore Details
[ ] MIN
Lanyer Layer — Clor  Clor Chor Chor Char Char Deplila
Thk |G Dagam Type | Defesios Wil Imped Yas A H Yad Yal a2 a1
[k ] sk
e ol
wm M Erink: ma
apn wewen
N 2z T mEm
50 A
N 2z -
an rEpEn
a2z -]
i A e
L w5 23 BFEE
an reywen
106 ]
o mﬂsm
i oe = = = BT omon
an e
e (1] d
uw P o
DEEN s == =3 787  amon
an prepre
(ST T o
w D o
P oe = = =y BT -
a0 EEen
L2 0 o
an M4sm
I os = = =g 787 MW
ap reywen
4| oe pd
w R e
S os = = sq f1.¥} moa
a0 EwEen
L6 05— o
10 DI, e,
B os = = =g 787 )
an 5 Syoowe
__rllﬂ
s M Lok pud
oF ek
Tolat 1562  Fimishfhicke= Glr o Glrss +10%
T e o, e
1624  Overall Thickness incl. Mask thickne ses e andline widthe are for reference only and
" AR 73 Aspect Ratio may be MOdiNied ta Schisve BpeE 16 0IMporancses.
I
22 Copyright LAMSIM Eniterprises inc. Bert Simonovich

Figure 1018 layer PCB stackup and counter-bore details.

Detailed Route Plan

Usually, around this time in the projesthedulethe mechanicarchitecthas put together a preliminary
common features drawinghowing the preliminary connector placement. For our particular exathple
common features drawing would look something Fkgure11.

13
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Preliminary Backplane PCB Common Features
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Ry e s s s
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Figure 11 Preliminary common features drawing example showing rough placement of connectors.

We use ths drawing as a templatdo do a more detailed routing plaanalysis By studying the
preliminary route plan and piist, we can come up with a strategy to organize and parttiersignals
within the connectgrand perform a more detailed routiagalysis This process usually takes a couple of

iterations before it is optimunkventually we end up with a more detaileouting plan as summarized in
Figurel2.

Each illustration represents two routing laypes drawing One layer is for Tx and the other is Rbo
minimize crosstalk between Tx and Rx via pairs in the connector footprint, all Rx &gens the lower
numbered layeréshortest viasasperthe sackup inFigure10.

14
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HLD Routing Plan - Lavers 7,13 HLD Routing Plan —Layers 3,15
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Figure 12 Detailed route plan example
Vertical Routing Channels

Before we sigroff on connector placemernd route planwe need to verify there is enough space
between connectors for the vertical routing chani@iserwise, this may be a deakbker for the chosen
connectorslot pitch total number of layersor even the whole system packaging concéptou do not
have enough space here, there will be compromises needed somelagteraccommodaté. The worst
case scenario oublingthe number of layersr choosing a higher cost connector

An example ofvertical routing channednalysisis shownin Figure13. A 2D field solver is used to help
set the minimum paipair spacing to satisfy the crosstalk budgetoun casean interpair spacing of 20
mils, gives a backward crosstalk coefficient (Kb) of 0.56%.

The analysis showse need 278 mils to routsix differential pairs of track Sincethere is435 mils
availablefor vertical routing between connectptiere is more than enough space to spread the pairs
further apareand reduce Kb

15
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1 Bundle = 6 Tx; 6 Rx Pairs Typ.
= 6 pairs per Sig Layer
=12 Tracks

Vertical Routing Channels

1.1F pitch =28.8mm
11 pins*1.4mm= 16.8mm
Routing Pitch = 12.0mm
=0.472
-Pad Dia. 0.037

Min Routing Channel= 0.435

Routing Channel Details

0.4720(12mm)
0.0376 Pad

S1 S2

6 Pair Bundle

6 Pair 5-8-5 geometry

12 Tracks * 0.005 = 0.0600
6S1*0.008 = 0.0480
7S2*0.020 = 0.1400

6 Pair 7-9-7 geometry

12 Tracks * 0.007 = 0.0840
6S1*0.009 = 0.0540
7S2*0.020 = 0.1400

6 Pair 8-9-8 geometry

12 Tracks * 0.008 = 0.0960
6S1*0.009 = 0.0540
7S2*0.020 = 0.1400

Min = 0.2480

Min = 0.2780

Min = 0.2900
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Figure 13 Vertical routing channel analysis example.
Signal Integrity Analysis

Finally preliminarychannel simulatichmust be dondefore we can sigoff on the backplane physical
architecture conceptNow that we have donall the detailed routing analysien a scaled common
features drawing, we carasilyestablish several topologies to analyze.

One example of a wargase channel iBighlightedin Figure 14. During this stagewe useManhattan
distance to estimate trace lengths. The topology shown assumes 6 inches of tracks on {hecplag
and 12 inches for the backplando complete theralysis, | normallydo a similar topology for each
layer for min/max backplane length.

At this point | use equations to calculate impedances for theectomvia footprint,and procure
connector models from the vendor. The topology is captamedsimulagdin a circuit simulatarlike my
favorite, Agilent ADS.

16
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Signal Integrity Ref Topology
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Figure 14 Example of worst case topology for signal integrity analysis.

An example of the circuit topologynd simulationresults are summiaed in Figure 15. The topology

was simulated at 10GB/s. Thep&@rameters are compared against the IEEE 802.3 10BaseKR spec. You
would normally do this for every topology of interest. Later on, during the detailed design phase of the
program,l would get3D models of the ias built and use actual routed lengths from the backplane and
circuit packcards to confirm the design.

17
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Agilent ADS Channel Modeling and Simulation 10GBASI
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Figure 15 Agilent ADS topology modeling and simulation results example.
Summary and Conclusion

In this sample document, we hagdemonstratedhe principlesand meritsof a backplane High Level
Design methodologyused by LAMSIM Enterprises indHopefully by now you can appreciatéhe

backplane can be a complex beast to desigd get it right theirfst time. Forhelp withyour next high

speed design challenge, contact us through our wetsievw.lamsimenterprises.com
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